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D-View RMON User’s Guide

�About this Guide

This is the D-View RMON utility User’s Guide.  The RMON viewer is an application for managing devices that support Remote Monitoring RMON) Management Information Base (MIB) for Ethernet.  The RMON utility viewer provides you with functionality through an easy�to�use interface especially designed for management of RMON compliant devices.

This guide will explain the operations of the RMON utility viewer and the meanings of the RMON objects.



�Introduction

This chapter provides some information about the D-View RMON Module.



About RMON

Network management works by placing a small degree of intelligence into network devices (routers, bridges, hubs, workstations, etc.) to be managed.  This intelligence takes the form of an agent that is capable of collecting statistics and status information, as well as performing control operations that affect the operation of the network.  The agent responds to queries for information from the centralized network management system, allowing the health and performance of the network to be monitored and controlled.



RMON, an acronym for Remote MONitoring, was developed by the IETF (Internet Engineering Task Force) to provide a standard protocol for monitoring and managing different groups of information over a network.  The features of RMON are organized into cohesive collections simply called groups.  These groups are the basic unit of conformance.



The D-Link devices utilize four key RMON groups. These four groups are described in the table below�.







Group Name�Description��Ethernet Statistics�Contains statistics measured by the agent for each monitored Ethernet interface on this device.  This includes, but is not limited to,  packets, octets, broadcasts, multicasts, collisions on the total segment, and the number of dropped packets by the agent.��Ethernet History�Records periodic statistical samples from an Ethernet network and stores them for later retrieval.  With this group, comparisons with current statistics can be made and forecasts about segment performance can be inferred.��Alarm�Periodically takes statistical samples from variables in the agent and compares them to previously configured thresholds. If the monitored variable crosses a threshold, an event is generated. A hysteresis mechanism is implemented to limit the generation of alarms.��Event�Controls the generation and notification of events from this device.��

RMON is an industry accepted standard for performance monitoring of remote LANs.  If the RMON agent supports the key groups, it can be a powerful tool to detect potential network performance degradation before it goes out of control.  Increasing network availability for the user and the increase in productivity of network administrators is the benefit of implementing RMON technology.













�Basic Operation

This chapter discusses the basic operations you might want to learn first and tasks you might want 

Starting RMON Module

Extracting information from the system

Exiting RMON Module





Starting RMON

The RMON utility viewer is invoked through the D�View Management System.

� EMBED PBrush  ���

Through the External menu on D�View, click RMON to begin the RMON utility viewer.



�Ethernet Statistics Group

The Ethernet Statistics Group contains statistics measured by the probe for each monitored Ethernet interface on a target device.  These statistics take the form of free running counters that start from zero when a valid entry is created.  This group consists of the etherStatsTable.  Each etherStatsEntry contains statistics for one Ethernet interface.

To view the Ethernet Statistics Group or begin keeping statistics, click Statistics under the Group menu item -or- click the � icon.

To begin keeping device statistics, click the Control Table Tab and add a new data source entry.

There are 4 buttons located near the bottom of the RMON Statistics window: OK, Reset, Stop, and Start.

OK    Closes the Statistics window.

Reset    This resets all statistics counters to zero.

Stop    This stops the polling (stops reading the statistics counters).

Start    This starts the polling with an initial reading of the statistics counters.

Control Table Tab

Click the Control Table tab to open the Control Table window.  A new data source entry must be added to begin keeping device statistics:

Click Add to display the Add box.

It is sufficient to click OK/ Cancel (as appropriate) or edit any of the three fields displayed:

Index (1..65535)    This value is randomly generated upon opening the Add box.  The value uniquely identifies this entry.  Other than numerical position in the Control Table, there is no benefit or disadvantage in choosing a specific index value.

Data Source  ifIndex.    This entry identifies the source of the data that this etherStats entry is configured to analyze.  This source can be any Ethernet interface on the device.

Owner    This entry is the entity that initiated the entry and is using the resources assigned to it.

Other functions of the Control Table are as follows:

Modify    To modify an existing entry, click the entry to highlight it, and click Modify.  Data Source and Owner can be modified as desired.

Delete    To delete an entry, click the entry to highlight it, and click Delete to remove it.

View    If more than one entry exists in the Control Table, it will be necessary to use the View function, because only one entry’s statistics may be viewed at any time.  To view an entry, click the entry to highlight, and click View – if View is not active, then that entry is currently set for view.

Refresh    The Refresh function rewrites the Control Table.



Statistics Table Tab

The Statistics Table is a collection of statistics kept for a particular Ethernet interface.  It consists of 17 statistic counters under 4 categories:  Absolute, Delta, Peak, and Rate.

Absolute    The current count since the initiation of the data source or last reset, at which the counter begins at zero.

Delta    This is the number of frames counted for a particular datum since the last polling.

Peak    This is the largest Delta value since creation of the table or last reset.

Rate(Pkt/Sec)    This is the Delta value divided by the polling interval –    Rate = ((P/(t)



The different statistics and datum are described below:

Owner    The entity that configured this entry and is therefore using the resources assigned to it.

Index    The value uniquely identifies this etherStats entry.

Data Source    This identifies the source of the data that this etherStats entry is configured to analyze.  This source can be any Ethernet interface on this device.  In order to identify a particular interface, this object is identified by the instance of the ifIndex object, defined in RFC 1213 and RFC 1573 [4,6], for the desired interface.  For example, if an entry were to receive data from interface #1, this object would be set to ifIndex.1.

Drop Events    The total number of events in which packets were dropped by the probe due to lack of resources.  Note that this number is not necessarily the number of packets dropped; it is just the number of times this condition has been detected.

Octets    The total number of octets of data (including those in bad packets) received on the network (excluding framing bits but including FCS octets).

Packets    The total number of packets (including bad packets, broadcast packets, and multicast packets) received.

Broadcast Packets    The total number of good packets received that were directed to the broadcast address.  Note that this does not include multicast packets.

Multicast Packets    The total number of good packets received that were directed to a multicast address.  Note that this number does not include packets directed to the broadcast address.

CRCAlign Errors    The total number of packets received that had a length (excluding framing bits, but including FCS octets) of between 64 and 1518 octets, inclusive, but had either a bad Frame Check Sequence (FCS) with an integral number of octets (FCS Error) or a bad FCS with a non-integral number of octets (Alignment Error).

Undersize Packets    The total number of packets received that were less than 64 octets long (excluding framing bits, but including FCS octets) and were otherwise well formed.

Oversize Packets    The total number of packets received that were longer than 1518 octets (excluding framing bits, but including FCS octets) and were otherwise well formed.

Fragments    The total number of packets received that were less than 64 octets in length (excluding framing bits but including FCS octets) and had either a bad Frame Check Sequence (FCS) with an integral number of octets (FCS Error) or a bad FCS with a non-integral number of octets (Alignment Error).

Jabbers    The total number of packets received that were longer than 1518 octets (excluding framing bits, but including FCS octets), and had either a bad Frame Check Sequence (FCS) with an integral number of octets (FCS Error) or a bad FCS with a non-integral number of octets (Alignment Error).

Collisions    The best estimate of the total number of collisions on this Ethernet segment.

64 Octets    The total number of packets (including bad packets) received that were 64 octets in length (excluding framing bits but including FCS octets).

65-127 Octets    The total number of packets (including bad packets) received that were between 65 and 127 octets in length inclusive (excluding framing bits but including FCS octets).

128-255 Octets    The total number of packets (including bad packets) received that were between 128 and 255 octets in length inclusive (excluding framing bits but including FCS octets).

256-511 Octets    The total number of packets (including bad packets) received that were between 256 and 511 octets in length inclusive (excluding framing bits but including FCS octets).

512-1023 Octets    The total number of packets (including bad packets) received that were between 512 and 1023 octets in length inclusive (excluding framing bits but including FCS octets).

1024-1518 Octets    The total number of packets (including bad packets) received that were between 1024 and 1518 octets in length inclusive (excluding framing bits but including FCS octets).



Utilization Tab

Click the Utilization tab to open the Utilization window.  Utilization is given as the measure packets per second  ( = (P/(t, where (P is packets received during the polling interval, (t).  The display window plots packets per second, each poll interval, in line-chart or 3D bar-chart graphs.  The data below the graph represents the last measure of packets per second over the poll interval.

Error Tab

Click the Error tab to open the Error window.  Error is given as the measure packets per second and is plotted each poll interval.  The data below the graph represents the last measure of packets per second, for each frame error type.

Packet Distribution Tab

Click the Packet Distribution tab to open the Packet Distribution window. Packet distribution is given as the measure packets per second and is plotted each poll interval.  The data below the graph represents the last measure of packets per second, for each frame length type.



History Control & Ethernet History Groups

The History Control Group controls the periodic statistical sampling of data from various types of networks.  The Ethernet History Group records periodic statistical samples from an Ethernet network and stores them for later retrieval.  Each such entry defines one sample, and is associated with the History Control Group that caused the sample to be taken.

To view the History Groups or begin keeping statistics, click History under the Group menu item -or- click the � icon.

To begin keeping device history, click the Control Table Tab and add a new data source entry.

Control Table Tab

Click the Control Table tab to open the Control Table window.  A new data source entry must be added to begin keeping device history statistics:

Click Add to display the Add box.

It is sufficient to click OK/ Cancel (as appropriate) or edit any of the five fields displayed:

Index (1..65535)    This value is randomly generated upon opening the Add box.  The value uniquely identifies this entry.  Other than numerical position in the Control Table, there is no benefit or disadvantage in choosing a specific index value.

Data Source  ifIndex.    This entry identifies the source of the data that this etherStats entry is configured to analyze.  This source can be any Ethernet interface on the device.

Owner    This entry is the entity that initiated the entry and is using the resources assigned to it.

Buckets (1..65535)    The requested number of discrete time intervals over which data is to be saved.

Interval (1..3600)    The interval in seconds over which the data is sampled for each bucket.  This interval can be set to any number of seconds between 1 and 3600 (1 hour).

Other functions of the Control Table are as follows:

Modify    To modify an existing entry, click the entry to highlight it, and click Modify.  Data Source, Owner, Buckets, and Interval can be modified as desired.

Delete    To delete an entry, click the entry to highlight it, and click Delete to remove it.

View    If more than one entry exists in the Control Table, it will be necessary to use the View function, because only one entry’s statistics may be viewed at any time.  To view an entry, click the entry to highlight, and click View – if View is not active, then that entry is currently set for view.

Refresh    The Refresh function rewrites the Control Table.



History Table Tab

The History Table is an historical sample of Ethernet statistics on a particular Ethernet interface.  The History Control Group sets parameters for the History Statistics Group for a regular collection of these samples.  These samples are collected in historical data entries, called buckets, each poll interval.

The different statistics are described below:

Drop Events    The total number of events in which packets were dropped by the probe due to lack of resources during this sampling interval.  Note that this number is not necessarily the number of packets dropped, it is just the number of times this condition has been detected.

Octets    The total number of octets of data (including those in bad packets) received on the network (excluding framing bits but including FCS octets).

Packets    The number of packets (including bad packets) received during this sampling interval.

Broadcast    The number of good packets received during this sampling interval that were directed to the broadcast address.

Multicast    The number of good packets received during this sampling interval that were directed to a multicast address.  Note that this number does not include packets addressed to the broadcast address.

CRC Align    The number of packets received during this sampling interval that had a length (excluding framing bits but including FCS octets) between 64 and 1518 octets, inclusive, but had either a bad Frame Check Sequence (FCS) with an integral number of octets (FCS Error) or a bad FCS with a non-integral number of octets (Alignment Error).

Undersize    The number of packets received during this sampling interval that were less than 64 octets long (excluding framing bits but including FCS octets) and were otherwise well formed.

Oversize    The number of packets received during this sampling interval that were longer than 1518 octets (excluding framing bits but including FCS octets) but were otherwise well formed.

Fragment    The total number of packets received during this sampling interval that were less than 64 octets in length (excluding framing bits but including FCS octets) had either a bad Frame Check Sequence (FCS) with an integral number of octets (FCS Error) or a bad FCS with a non-integral number of octets (Alignment Error).  Note that it is entirely normal for etherHistoryFragments to increment.  This is because it counts both runts (which are normal occurrences due to collisions) and noise hits.

Jabber    The number of packets received during this sampling interval that were longer than 1518 octets (excluding framing bits but including FCS octets), and  had either a bad Frame Check Sequence (FCS) with an integral number of octets (FCS Error) or a bad FCS with a non-integral number of octets (Alignment Error).  Note that this definition of jabber is different than the definition in IEEE-802.3 section 8.2.1.5 (10BASE5) and section 10.3.1.4 (10BASE2).  These documents define jabber as the condition where any packet exceeds 20 ms.  The allowed range to detect jabber is between 20 ms and 150 ms.

Collision    The best estimate of the total number of collisions on this Ethernet segment during this sampling interval.

Utilization    The best estimate of the mean physical layer network utilization on this interface during this sampling interval, in hundredths of a percent.

Utilization/ Errors Tab

Click the Utilization/Errors tab to open the Utilization/Errors window.  Utilization is given as the best estimate of the mean physical layer network utilization during the sampling interval.  Error is given as (CRC_Align + Undersize + Oversize + Fragment + Jabber + Collision) / polling_time.  The data is graphed, in line�chart or 3D bar-chart graphs, each poll interval.

Packet Tab

Click the Packet tab to open the Packet window.  The data below the graph represents the last measure of packets per second, for frame types.  The data is plotted each poll interval in line�chart or 3D bar�chart graphs.



Event Group

The Event Group controls the generation and notification of events.  Each entry in the Event Table describes the parameters of the event that can be triggered.  Each event entry is fired by an associated condition located elsewhere in the MIB – in the case of this software utility, the Alarm Group.

To enter the Event Group, click Alarm/ Event under the Group menu item -or- click the � icon.

To define a set of parameters that describe an event to be generated when certain conditions are met, use the add button under the Event Table -or- use add under the Alarm Table which will automatically create the event entry.

Event Table Tab

The Event Table consists of a list of events to be generated when an event is fired.

The event information headings are described below:

Owner    The entity that configured this entry and is therefore using the resources assigned to it.

Index    An index that uniquely identifies an entry in the event table.  Each such entry defines one event that is to be generated when the appropriate conditions occur.

Description    A comment describing the event entry.

Type    The type of notification that the probe will make about the event.  In the case of log, an entry is made in the log table for each event.  In the case of snmp-trap, an SNMP trap is sent to one or more management stations.

Community    If an SNMP trap is to be sent, it will be sent to the SNMP community specified by this octet string.

Last Time Sent    The value of sysUpTime at the time the event entry last generated an event.  If this entry has not generated any events, this value will be zero.

Status    The status of this event entry.



Log Table for Event Index

The Event Log Table is generated and maintained by an Event entry in the Event Table and can not be manipulated by any other entity.

Log entries are described by the following:

Description    This contains a description of the event that activated this log entry.

Log Index    The event entry that generated this log entry.

Log Time    The value of sysUpTime when this log entry was created.



Alarm Group

The Alarm Group periodically takes statistical samples from variables in the probe and compares them to previously configured thresholds.  If the monitored variable crosses a threshold, an event is generated.  A hysteresis mechanism is implemented to limit the generation of alarms.  This group consists of the alarmTable and requires the implementation of the event group.

To enter the Alarm Group, click Alarm/ Event under the Group menu item -or- click the � icon.

Alarm Table Tab

The Alarm Table consists of a list of Alarm entries which consist of parameters that are set up to periodically check for alarm conditions.

To use the Alarm Group, a new data entry must be added to define threshold parameters:

Click Add to display the Alarm Table Add box.

Descriptions of the fields are as follows:

Index:    This value is randomly generated upon opening the Add box.  The value uniquely identifies this entry.  Other than numerical position in the Alarm Table, there is no benefit or disadvantage in choosing a specific index value.

Interval    The interval in seconds over which the data is sampled and compared with the rising and falling thresholds. When setting this variable, care should be taken in the case of deltaValue sampling – the interval should be set short enough that the sampled variable is very unlikely to increase or decrease by more than 2^31 ( 1 during a single sampling interval.

Sampling    The method of sampling the selected variable and calculating the value to be compared against the thresholds.  If the value of this object is absoluteValue(1), the value of the selected variable will be compared directly with the thresholds at the end of the sampling interval.  If the value of this object is deltaValue(2), the value of the selected variable at the last sample will be subtracted from the current value, and the difference compared with the thresholds.

Variable    The object identifier of the particular variable to be sampled.  Only variables that resolve to an ASN.1 primitive type of INTEGER (INTEGER, Counter, Gauge, or TimeTicks) may be sampled.

Threshold Value    These are threshold values for the sampled statistic.

Rising    When the current sampled value is greater than or equal to this threshold, and the value at the last sampling interval was less than this threshold, a single event will be generated.  A single event will also be generated if the first sample after this entry becomes valid is greater than or equal to this threshold and the associated alarmStartupAlarm is equal to risingAlarm(1) or risingOrFallingAlarm(3).  After a rising event is generated, another such event will not be generated until the sampled value falls below this threshold and reaches the alarmFallingThreshold.

Falling    When the current sampled value is less than or equal to this threshold, and the value at the last sampling interval was greater than this threshold, a single event will be generated.  A single event will also be generated if the first sample after this entry becomes valid is less than or equal to this threshold and the associated alarmStartupAlarm is equal to fallingAlarm(2) or risingOrFallingAlarm(3).  After a falling event is generated, another such event will not be generated until the sampled value rises above this threshold and reaches the alarmRisingThreshold.

Activate Rising/ Falling Event Index    The index of the eventEntry that is used when a rising threshold is crossed.  The eventEntry identified by a particular value of this index is the same as identified by the same value of the eventIndex object.  If there is no corresponding entry in the eventTable, then no association exists.  In particular, if this value is zero, no associated event will be generated, as zero is not a valid event index.

Description    A comment describing this event entry.

Community    If an SNMP trap is to be sent, it will be sent to the SNMP community specified by this octet string.

Type    The type of notification that the probe will make about this event.  There are four types: none, log, snmp-trap, and log�and�trap.

Click OK or Cancel, as appropriate.



The Alarm parameters are described below:

Owner    The entity that configured the entry and is therefore using the resources assigned to it.

Index    An index uniquely identifying an entry in the alarm table.  Each such entry defines a diagnostic sample at a particular interval.

Interval    The interval in seconds over which the data is sampled and compared with the rising and falling thresholds.  When setting this variable, care should be taken in the case of deltaValue sampling – the interval should be set short enough that the sampled variable is very unlikely to increase or decrease by more than 2^31 ( 1 during a single sampling interval.

Variable    The object identifier of the particular variable to be sampled.

Sample Type    The method of sampling the selected variable and calculating the value to be compared against the thresholds.  If the value of this object is absoluteValue(1), the value of the selected variable will be compared directly with the thresholds at the end of the sampling interval.  If the value of this object is deltaValue(2), the value of the selected variable at the last sample will be subtracted from the current value, and the difference compared with the thresholds.

Value    The value of the statistic during the last sampling period.  For example, if the sample type is deltaValue, this value will be the difference between the samples at the beginning and end of the period.  If the sample type is absoluteValue, this value will be the sampled value at the end of the period.

Startup Alarm    The alarm that may be sent when this entry is first set to valid.  If the first sample after this entry becomes valid is greater than or equal to the risingThreshold and alarmStartupAlarm is equal to risingAlarm(1) or risingOrFallingAlarm(3), then a single rising alarm will be generated.  If the first sample after this entry becomes valid is less than or equal to the fallingThreshold and alarmStartupAlarm is equal to fallingAlarm(2) or risingOrFallingAlarm(3), then a single falling alarm will be generated.

Rising Threshold    A threshold for the sampled statistic.  When the current sampled value is greater than or equal to this threshold, and the value at the last sampling interval was less than this threshold, a single event will be generated.  A single event will also be generated if the first sample after this entry becomes valid is greater than or equal to this threshold and the associated alarmStartupAlarm is equal to risingAlarm(1) or risingOrFallingAlarm(3).  After a rising event is generated, another such event will not be generated until the sampled value falls below this threshold and reaches the alarmFallingThreshold.

Falling Threshold    A threshold for the sampled statistic.  When the current sampled value is less than or equal to this threshold, and the value at the last sampling interval was greater than this threshold, a single event will be generated.  A single event will also be generated if the first sample after this entry becomes valid is less than or equal to this threshold and the associated alarmStartupAlarm is equal to fallingAlarm(2) or risingOrFallingAlarm(3).  After a falling event is generated, another such event will not be generated until the sampled value rises above this threshold and reaches the alarmRisingThreshold.

Rising Event    The index of the eventEntry that is used when a rising threshold is crossed.  The eventEntry identified by a particular value of this index is the same as identified by the same value of the eventIndex object.  If there is no corresponding entry in the eventTable, then no association exists.  In particular, if this value is zero, no associated event will be generated, as zero is not a valid event index.

Falling Event    The index of the eventEntry that is used when a falling threshold is crossed.  The eventEntry identified by a particular value of this index is the same as identified by the same value of the eventIndex object.  If there is no corresponding entry in the eventTable, then no association exists.  In particular, if this value is zero, no associated event will be generated, as zero is not a valid event index.

Status    The status of the alarm entry.





� Further information about RMON groups can be referenced in RFC-1757 (Request For Comments, number 1757).
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